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AN APPLICATION OF MACHINE LEARNING METHODS TO CUTTING TOOL PATH CLUSTERING AND RUL ESTIMATION IN MACHINING

Machine learning has been widely used in manufacturing, leading to significant advances in diverse problems, including the prediction of wear and remaining useful life (RUL) of machine tools. However, the data used in many cases correspond to simple and stable processes that differ from practical applications. In this work, a novel dataset consisting of eight cutting tools with complex tool paths is used. The time series of the tool paths, corresponding to the three-dimensional position of the cutting tool, are grouped according to their shape. Three unsupervised clustering techniques are applied, resulting in the identification of DBA-k-means as the most appropriate technique for this case. The clustering process helps to identify training and testing data with similar tool paths, which is then applied to build a simple two-feature prediction model with the same level of precision for RUL prediction as a more complex four-feature prediction model. This work demonstrates that by properly selecting the methodology and number of clusters, tool paths can be effectively classified, which can later be used in prediction problems in more complex settings.

1. INTRODUCTION

The production of goods has been transformed by the convergence of various technological advances, both physical and digital. This convergence, made possible by a combination of technologies such as new sensors, automation, machine learning, and cloud computing, is also known as Industry 4.0 or the fourth industrial revolution [1]. Although Industry 4.0 holds great promise, its real-world applications on production lines are limited due to difficulties in interoperability between different production entities and the lack of a control system adapted to the expected flexibility and management of the generated data. Addressing these diverse problems is crucial to realizing the full potential of Industry 4.0 [2, 3].
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Manufacturing execution systems (MESs) are computerized systems that support manufacturing execution processes from production order release until the delivery of finished goods [4]. MESs are increasingly important in the digital transformation era of Industry 4.0, where high levels of digital capabilities play an essential role in the factories of the future. MESs aid businesses in achieving their Industry 4.0 goals through increased operation visibility and traceability. Combining MES with digital twins provides simulation capabilities to trace, analyse, and optimize a production process using a virtual replica [5]. Vyskočil et al. [6] propose an architecture for an MES that can autonomously create and execute production plans using digital twins and symbolic planning methods. The proposed solution allows for efficient production by starting with an initial plan and then continuously searching for better alternatives while the plan is being executed.

Advances in sensor technology have enabled a wide range of new applications, such as indirect condition monitoring of machine tools [7]. Researchers have published studies using data from a variety of sensors, including force, vibrations, acoustic emission, temperature, sound, electric current, and light [8]. The measurements from these sensors are typically time series data, which can require a large amount of storage space depending on the specific application. In the early days of Industry 4.0, data was rarely analysed. Now, with more data sources, there is a growing awareness of the importance of extracting information from data. This can create value by facilitating data reduction to actionable items [9].

Machine learning is one of the most promising technologies for manufacturing, especially in machining processes. Applications of data analytics in various machining processes have increased significantly since the 1980s, with a major emphasis after 2015. There are currently many applications, such as monitoring chatter, roughness, quality, and especially condition [10]. Machine learning algorithms can use the time series mentioned above directly or after preprocessing. A wide range of algorithms have been shown to be useful in condition monitoring problems, including artificial neural networks, k-means, support vector machines, decision trees (and their variations), among others [11]. Depending on whether the variable to be predicted is available, some of these algorithms can be applied in a supervised or unsupervised manner.

Machine tool components can exhibit a variety of faults, including excessive friction, loose motor, wrong commutation offset, and wear. These faulty states can be recreated during normal operation or artificially induced. A diverse set of measurements, such as position, force, and vibration, can be used to identify the condition of machine tool components using unsupervised algorithms. These algorithms create clusters that can segregate the different faults. For this task, most algorithms perform reasonably well when using a combination of statistical and spectral feature extraction methods [12].

Predicting the remaining useful life (RUL) of machine tools under real-world conditions poses a significant challenge, particularly when faced with dynamic operating conditions such as widely fluctuating spindle loads and intricate tool paths. Researchers have employed a range of methods, from traditional machine learning techniques like support vector machines to deep learning approaches with attention mechanisms, to tackle more complex cutting shapes [13, 14]. The reported results show scores ranging from 0.2 to 0.8 on a scale of 0 to 1, which are relatively less precise than those obtained for machine tool wear problems, such as the widely known PHM 2010 dataset collected in laboratory settings [14].
This article has five sections. The first section reviews the current trends in manufacturing, such as Industry 4.0 and manufacturing execution systems (MESs). It also explores the diverse applications of machine learning for condition monitoring of machine tools. It discusses unsupervised and supervised methods, especially in the context of remaining useful life (RUL) and wear prediction. The second section explains the unsupervised and supervised machine learning methods that this study uses. The third section describes the experimental setup for data collection, which corresponds to the 2020 Foxconn Industrial AI Data Challenge, and the procedure that this work proposes. The fourth section analyses the results and discusses their implications. The fifth section concludes the article.

2. MACHINE LEARNING METHODS

Machine learning methods use algorithms to learn from data and then make predictions. There are two main types of machine learning methods: unsupervised and supervised. Unsupervised methods cluster (group) unlabeled data, without human guidance. They discover hidden patterns and structures in data that humans might miss. Supervised methods train or “supervise” algorithms with labelled data, which have predefined inputs and outputs. They classify data into categories (for example: no wear, medium wear, severe wear) or predict outcomes based on data relationships (for example: minutes until breakdown or tool wear in mm).

2.1. STANDARD EUCLIDEAN K-MEANS

The k-means is a widely used unsupervised classification method. It uses an algorithm that divides data into k groups and minimizes the sum of squares within each group. This algorithm creates clusters from data. A kernel function can enhance the k-means algorithm by applying a nonlinear mapping from the original space to a higher dimensional feature space. This mapping enables the extraction of groups that are not linearly separable in the input space [15]. The k-means algorithm assigns a set of observations, represented as feature vectors, to groups based on their similarity. This similarity depends on a distance metric of k centroids, where the centroid is the center of a group based on the mean of its members. In the standard case, the algorithm uses Euclidean distance as the similarity metric.

2.2. DBA-K-MEANS

Another unsupervised method is dynamic time warping (DTW), which originated from applications in speech recognition and relies on the Levenshtein distance [16]. This method finds the optimal alignment between two sequences of numerical values and captures flexible similarities by aligning coordinates within both sequences. DTW barycenter averaging (DBA)
uses a heuristic strategy as a global average method. DBA iteratively refines an initial average sequence to minimize its squared distance (DTW) to the averaged sequences [17].

To apply the k-means clustering algorithm to time series with dynamic time warping, two modifications are needed. First, the algorithm should use Dynamic Time Warping (DTW) as a distance measure to group time series of similar shapes. Second, the algorithm should compute cluster centroids (or barycenters) with respect to DTW. A barycenter is the mean sequence of a group of time series in DTW space. The DTW Barycenter Averaging (DBA) algorithm can compute the barycenter by minimizing the sum of the squared DTW distance between the barycenter and the series in the group. Alternatively, the smooth DTW algorithm can compute the barycenter by minimizing the weighted sum of the smooth DTW distances between the barycenter and the series in the group. Researchers can adjust these weights, but they must add up to 1.

2.3. AUTOENCODER–LSTM–K-MEANS

An additional example of an unsupervised method is the autoencoder, a type of neural network model that learns to generate its input as output. The encoder first compresses the input data into a compact representation, also known as a bottleneck. The decoder then reconstructs the input data from the encoded features [18]. By minimizing the reconstruction error during training, the autoencoder learns low-dimensional features with essential attributes of the input data. An LSTM network can be used to implement an autoencoder and model long-term dependencies [19]. After obtaining the compressed representation, it can be used with the k-means algorithm for clustering.

2.4. SUPPORT VECTOR REGRESSION (SVR)

Support vector machines (SVM) is a well known supervised machine learning algorithm for classification and regression [20]. After training, support vector regression (SVR) estimates a function that maps an input data to a real number. Like support vector classification (SVC), SVR also maximizes the margin and uses the kernel trick for nonlinear mapping. SVR is a non-parametric technique because it relies on kernel functions. All kernel functions must meet the Mercer condition that corresponds to the inner product of some feature space [21]. Some common kernels are: linear, polynomial, sigmoid and radial basis function (RBF).

3. DATA DESCRIPTION AND PROCEDURE

3.1. DATA DESCRIPTION

The 2020 Foxconn Industrial AI Data Challenge dataset provides the data for this study, which estimates the remaining useful life (RUL) of cutting tools. The controller (PLC)
collects force and spatial position signals at 33 Hz, as Fig. 1 shows. Moreover, add-on sensors measure three-axis vibrations and electric current signals at 25600 Hz.

The challenge organizers give training data from three cutting tools for their whole lifespan. For testing, they give only partial data from five cutting tools. They provide only about one minute of measurements for every five minutes of experiments, due to the large amount of data generated.

Figures 3 and 4 show that the tool paths of the machining tools in this dataset are more complex than those usually reported in the literature. This complexity makes the RUL prediction problem very challenging, as the scores of the data challenge participants show. The scores are from 0 to 100 points, but only the first four teams score above 80.

The unsupervised part of this study follows the flowchart in Fig. 2. The dataset includes training data (01, 02 and 03) and testing data (01, 02, 03, 04 and 05). The procedure combines all the data for unsupervised training.

The unsupervised part of this study follows the flowchart in Fig. 2. The dataset includes training data (01, 02 and 03) and testing data (01, 02, 03, 04 and 05). The procedure combines all the data for unsupervised training.

The x, y, and z position signals represent the tool path in the training and testing data. The time series lengths vary in each csv file, so the procedure reduces them to the smallest length. Then it scales the time series between 0 and 1.

The procedure joins the time series for unsupervised clustering. It uses three methods: autoencoder-LSTM-k-means, Euclidean k-means, and DBA-k-means. The autoencoder-LSTM-k-means method compresses the encoder data for the k-means algorithm. The LSTM architecture has a layer with 128 units and uses the ReLU activation function. The Euclidean k-means and DBA-k-means methods use the tslearn Python library [22]. For DBA-k-means, the model selects two values for the centroid seeds and uses 100 iterations to estimate the barycenter.

The supervised part of this study follows a similar procedure as Zegarra el al. proposed (see Fig. 10 in [14]). This procedure consists of three main steps: time series preprocessing, feature extraction, and SVR modeling. In the first step, the data undergoes filtering and detrending. In the second step, the following features are extracted: RMS, variance, maximum, skewness, kurtosis, spectral skewness and kurtosis, wavelet energy. In the third step, the data is divided into 70% for training and 30% for testing, and SVR models are trained with the help of Bayesian optimization of hyperparameters.
4. RESULTS AND DISCUSSION

4.1 DATASET EXPLORATION

Figure 3 presents selected tool path slices from the datasets (originally in CSV format) for the three training cutting tools under study. The analysis excluded CSV files containing corrupted data from consideration. The tool paths are positioned at the start, middle, and end of each dataset. Note that the specific training data influences the tool paths' shape. For example, train 1 follows a path from the upper-left portion of the workpiece to the lower-right section, moving downwards as time goes by (as seen in the top row of Fig. 3). In contrast, train 2 traverses the periphery of the component from top to bottom, leaving behind vertical lines indicative of the idling movements of the cutting tool (displayed in the central row of Fig. 3). Lastly, train 3 employs a combination of tool paths resembling those of trains 1 and 2, with a mirrored 'T' shape situated in the middle of the working piece (illustrated in the bottom row of Fig. 3). The test data also exhibits diverse tool paths, adding complexity to the challenge of predicting the Remaining Useful Life (RUL).

Figure 4 shows the top view of the tool paths for the eight cutting tools in their entirety. The tool paths are quite dissimilar, and it would be very convenient to have a method that allows accurate and automatic path classification. Some apparent similarity can be found in the tool paths corresponding to train 1, the right side of train 3, test 4, and test 5. However, the remaining tool paths have very dissimilar shapes. The figure also shows that the cutting tool idles several times during the process (diagonal displacements).

The size of measurements in manufacturing processes varies significantly, resulting in time series of different lengths and qualities. The data was originally stored in CSV files, each of which corresponded to approximately one minute of measurements. Figure 5 shows that the CSV files have different lengths and contain corrupted data and other irregularities. These issues must be located and eliminated before further analysis can be performed.
4.2. UNSUPERVISED CLASSIFICATION OF TOOL PATHS

Three methods for unsupervised classification of tool paths using three clusters are compared in Figure 6: DBA-k-means (green), standard Euclidean k-means (red), and LSTM-
autoencoder-k-means (blue). The figure shows the results for the first few CSV files of each cutting tool. The database includes three cutting tools labeled as “train” and five cutting tools labeled as “test”. The “train” tools were measured from the beginning to the end of their useful life, while the “test” tools were measured only in a part of their useful life. Each CSV file has an approximate duration of 1 minute and was measured every 5 minutes. Corrupted CSV files, such as the first file of the three train tools, were removed. The figure reveals that the LSTM-autoencoder-k-means method differs the most from the other two methods (21 times), assigning several CSV files to cluster 2. The standard Euclidean k-means and DBA-k-means methods have the lowest number of differences with respect to the other two methods (2 and 1 times, respectively). Therefore, only DBA-k-means will be used for further analysis.

A detailed analysis of the impact of the number of clusters on the way in which the tool paths are grouped appears in Fig. 7. Figure 7a shows the grouped tool paths considering only two clusters. Cluster 0 (left) tends to agglutinate tool paths on the left side, while cluster 1 (right) agglutinates tool paths on the right side. These elements predominate in the tools train 1 (upper left) and train 3 (upper right) of the machine tools (Fig. 4). The tool paths corresponding to train 2 (upper middle) divide equally between both clusters, which is not the most appropriate solution.

Figure 7b illustrates the case of using three clusters. Clusters 0 (left) and 1 (middle) remain similar to the previous case. However, an additional cluster 2 (right) now incorporates elements related to the train 2 tool (Fig. 4). Despite this, the separation is not complete, which could account for a significant portion of the divergent results displayed in Fig. 6. Figure 7c demonstrates that using four clusters does not improve the separation of tool paths. Only when five clusters are employed (Fig. 7d) do clearly separated and defined tool paths emerge. Although a few incorrectly classified CSV files persist, using five clusters seems more
appropriate in this situation. The elbow method is a way to find the optimal number of clusters for an unsupervised classification algorithm, such as k-means. The elbow method also recommends five clusters as the optimal number.

The DBA-k-means method produces the unsupervised classification results in Fig. 8, which shows cases with two, three, four, and five clusters. The tool paths of the train 2 tool in Fig. 4 differ significantly from all other tools, except maybe for the train 3 tool (left side). In Fig. 8, two clusters do not reveal the distinct tool path of train 2. Three clusters make train 2 stand out from the other tools, but cluster 1 almost entirely contains the five test tools, which
may not be accurate, as Fig. 4 suggests. Four clusters blur the unique tool path of train 2, as it shares some shapes with other tools. Five clusters indicate that the first three test tools are somewhat related (through cluster 3), as are the last two test tools (through cluster 1).

Figure 8d reveals a significant challenge for developing remaining useful life (RUL) prediction models using data from tools in train 1, 2, and 3 and testing them with data from tools in test 1, 2, 3, 4, and 5. To address this issue, it is advisable to ensure that the training tool paths resemble those in validation and testing. However, in this specific case, many tool paths in train 1 to 3 lack equivalents in the tool paths observed in test 1 to 5.

Despite the difficulties associated with this dataset, studying configurations like this one is crucial for advancing the development of better prediction models. Relying solely on data derived from simple and similar tool paths does not significantly contribute to the challenge of implementing these systems in situations that mirror the complexity found in the manufacturing industry.

4.3. SUPERVISED REGRESSION OF REMAINING USEFUL LIFE (RUL)

In Fig. 8d, for the case of five clusters, it can be observed that cluster 1 is partially present in train 1 and train 3. In addition, this cluster appears almost completely in both test 4 and test 5. Thus, in the following analysis, train 1 and train 3 are used as training data to
predict the RUL of test 1, 2, 3, 4 and 5. The detailed methodology to perform the prediction task can be found in previous works [14], [23]. As an initial step, a search of features was carried out using the forward feature engineering method on the training data (train 1 and train 3). In this search, two features (hence the name set-2f): Dvib1_mean_abs_change and Dz_maximum, were selected. Then, 500 RUL predictions were made, which are presented as boxplots for each test in Fig. 9.

Figure 9 shows a comparison of the boxplots of the prediction of the RUL for two test cases. The first one, named set-4f, corresponds to the case of using train 1, train 2 and train 3 as training data [14], [23]. In this case, it was necessary to search for up to four features (hence the name set-4f): Dvib1_mean_abs_change, loadF_absolute_sum_of_changes, Dvib1_abs_energy and Dvib3_mean_abs_change, to obtain results reasonably precise (score above 0.8). As a reference, the actual RULs for test 1, test 2, test 3, test 4 and test 5 are 104, 52, 190, 66 and 40 min, respectively. These actual RULs are shown as red dashed lines in Fig. 9.

The results shown in Fig. 9 demonstrate that by properly selecting the training data (in this case, train 1 and train 3) and using only two features (set-2f), it is possible to adequately predict the RUL of test 4 and test 5. These results are comparable to much more complex models (set-4f) that use more data and take more time to develop. These results validate the recommendations obtained when analysing the results of the unsupervised model, which, considering five clusters, indicated that the tool paths of train 1 and train 3 presented a higher similarity to the tool paths of test 4 and test 5, facilitating the construction of predictive models in a simpler and faster way.

5. CONCLUSIONS

The present study examines a dataset of eight machine tools with significant variations in their tool paths, posing challenges for accurate classification and regression models. The train 1 tool exhibits well-defined tool paths, while train 2 proves to be the most difficult to
classify accurately. The use of DBA-k-means and standard Euclidean k-means methods yields more consistent results than LSTM-autoencoder-k-means. Additionally, the number of clusters greatly influences the grouping of tool paths, with five clusters providing clearer separation for this particular dataset. The results from the unsupervised classification demonstrate that cluster 1 dominates test 4 and test 5 cutting tools and is also present in train 1 and train 3 cutting tools. After using train 1 and train 3 as training data and test 4 and test 5 as testing data, it is possible to observe that selecting only two features yields similar results as using a more complex model that considers four features and more training data.

This work emphasizes the importance of studying machining processes with complex tool paths to advance the development of more robust prediction models with real-world applications. Machine learning and data analytics significantly impact many industries, including manufacturing, in several ways. In the broad field of manufacturing, particularly in machining processes, various contexts have benefited from data analysis, including the prediction of machine tool remaining useful life (RUL). Notably, past works have considered relatively simple and stable cutting processes, which can greatly differ from operating conditions in practical applications. This article presents a methodology for directly analysing machining processes to better group similar cutting tools according to their tool paths. These tool paths are expected to be even more complex in industrial processes; hence, a methodology such as this one becomes even more relevant. Properly classifying cutting tools will not only allow automatic grouping of experimental data but also help determine if there is sufficient and appropriate data to solve problems such as wear and remaining useful life (RUL) prediction, among others.
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