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AN ATTEMPT FOR NUMERICAL OPTIMISATION OF A MICRO-GROOVE 

GEOMETRY AT THE RAKE FACE WHEN TURNING Ti6AL4V ALLOY WITH 

INDEXABLE INSERTS 

Machining of Ti6Al4V is considered difficult because the material removal rates are relatively small if the tool 

wear shall be low. In recent years the reduction of process forces as well as tool wear have been investigated by 

introducing textures (pockets) into the tool surface. To advance the understanding how those textured tools 

function and to reduce the experimental effort, a smoothed particle hydrodynamics (SPH) model of the orthogonal 

cutting process with a parametrised tool containing a single pocket on the rake face with variable position and 

depth is presented. This simulation model is used to enhance the understanding of a rake face groove in order to 

design optimum cutting tools for given process parameters. Using an optimisation algorithm, an optimum groove 

geometry is determined numerically and is then experimentally validated, followed by a discussion, why process 

force reductions are lower than predicted. 

1. INTRODUCTION 

Machining of Titanium alloys such as Ti6Al4V due to their high strength and low 

thermal conductivity, which results in increased tool wear. This issue can be accommodated 

by reducing cutting speeds, but this leads to higher processing times and limits productivity 

[1]. Recent research [2, 3] suggests modifications of cutting edges using textures, which 

require special techniques to enable material removal at the micrometer scale with high 

accuracy on the cutting tool surface. Ultra short pulsed laser ablation techniques meet these 

requirements effectively, offering minimal thermal impact on the tool. Textured tools have to 

potential to reduce process forces and decrease coolant consumption or even enable dry 

cutting while maintaining or improving tool life. Rake face modifications can lower the 

generated heat by reducing friction at the tool-chip interface. In [4] process force reductions 

of up to 31% are shown for textured tools using grooves, while [5] reports cutting force 

reductions of up to 38% using dimples on the rake face. The investigation in [6] reports feed 
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force reductions of up to 50% using a line texture on the rake face and it is observed that the 

texture can store wear debris, thus reducing wear and friction. Similar results are reported in 

[7] in dry cutting. Textures can also be used to direct coolant fluids closer to the cutting edge 

and improve its spread. For example, [8] reports a 20% reduction in cutting force compared 

to an unmodified tool with flood lubrication. Using a bionic microtexture (BMT), inspired 

from a Nepenthes’ peristome from nature, and microgroove textures (MGT), cutting force 

reductions of up to 80% are found by [9]. When the texture is applied on the flank face, it was 

observed in [10] that cutting and feed forces reduce by 8% and 12%, respectively. 

Designing such textures is however at the current state an iterative procedure, which 

requires many experiments with a trial and error approach. This investigation aims to enhance 

the understanding and optimise a rake face groove, which can be seen as a restricted contact 

tool (RCT) according to [11]. The optimisation is carried out using numerical methods for a 

constant set of process conditions. For this purpose a reference dry orthogonal cutting test is 

performed and used in a first step to identify the constitutive model constants of the used 

material batch of Ti6Al4V with inverse methods in a smoothed particle hydrodynamics (SPH) 

model of the orthogonal cutting test. In the following step, these material parameters are used 

in a second SPH simulation model with a parametrised rake face groove, and the geometry, 

which minimises the process forces, is then determined with an optimisation algorithm. This 

rake face groove is subsequently applied to the original cutting insert by laser ablation and 

the predicted process force reductions are then validated in a second cutting experiment. 

2. MATERIALS AND METHODS 

2.1. EXPERIMENTAL SETUP 

Dry orthogonal cutting experiments are carried out using a planning setup on a 5 axis 

CNC milling machine Fehlmann Versa 825. Forces are measured with a piezoelectric 

dynamometer, Kistler 9257A, which holds the tool holder and is mounted stationary on the 

machine table, while the workpiece holder moves in z-direction [12]. The setup is illustrated 

in Fig. 1. 

A reference cutting test is performed on a strip of Ti6Al4V material with a length of 

200 mm and a width of 2.43mm. An unmodified tool Sandvik CCMW 09 T3 04 H13A (ISO) 

is used with a clearance angle of 𝛼0 = 7° and rake angle of 𝛾0 = 0°. Since the cutting edge 

radius is unspecified by the manufacturer, the entire cutting edge of the insert is scanned 

before the cutting experiment with a Sensofar S NEOX microscope using the focus variation 

principle. The cutting edge radii along the edge is evaluated with the method in [13]. Similar 

to [14], the averaged cutting edge radius along the width of cut is computed after the test and 

results in 𝑟𝛽 = 28.6 𝜇𝑚 with a standard deviation of 𝜎𝑟𝛽
= 1.6 𝜇𝑚. An image of the cutting 

edge and the radius variation along the whole edge is shown in Fig. 2. The cutting test is 

conducted with a cutting speed of 𝑣𝑐 = 30 𝑚/𝑚𝑖𝑛 and a feed (uncut chip thickness) of 

f=100 μm, while the process forces are measured. 
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Fig. 1. Orthogonal cutting setup used in this work 

 

 

Fig. 2. Cutting edge of the reference experiment after the cut test (top) and cutting edge radii along the cutting edge 

(bottom) with the average cutting edge radius along the cut width marked in green 

The averaged cutting and feed force are 𝐹𝑐
𝑒𝑥𝑝

= 226.4 N/mm and 𝐹𝑓
𝑒𝑥𝑝

=

146.2 N/mm, respectively. Using the method described in [15] an averaged chip thickness is 

determined as ℎ𝑎𝑣𝑔 = 102 μm with a standard deviation of 𝜎ℎ𝑎𝑣𝑔
= 7 μm from an etched chip 

section. A picture of the chip section of this experiment is provided in Fig. 3 together with the 

local chip thicknesses along the chip length. The chip form is wavy, but no pronounced 

segmentation behaviour is visible. 
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Table 1. Tool geometry, process conditions, measured forces and average chip thickness in the orthogonal cutting test 

Tool geometry Process conditions and measured forces Average chip thickness 

𝛼0 𝛾0 𝑟𝛽 𝑣𝑐 𝑓 𝐹𝑐
𝑒𝑥𝑝

 𝐹𝑓
𝑒𝑥𝑝

 ℎ𝑎𝑣𝑔 

[°] [°] [𝜇𝑚] [𝑚/𝑚𝑖𝑛] [𝜇𝑚] [𝑁/𝑚𝑚] [𝑁/𝑚𝑚] [𝜇𝑚] 
7 0 28.6 30 100 226.4 146.2 102.3 

 

 

Fig. 3. Close-up of the embedded chip from the reference experiment (left) which is used to compute the local chip 

thickness distribution along the chip (right) 

2.2. SMOOTHED PARTICLE HYDRODYNAMICS 

2.2.1. THEORETICAL BACKGROUND 

The SPH was introduced 1977 in astrophysics Gingold and Monaghan [16] for the 

calculation of a smoothed density from point clouds. A simple derivation of the method is 

based on the partition of unity [17], where a field value at a spatial location x can be 

determined as: 

𝑓(𝑥) = ∫ 𝛿(𝑥 − 𝑥′)𝑓(𝑥′)𝑑Ω𝑥′
ℝ𝑑  ∀𝑥𝜖ℝ𝑑 (1) 

The Dirac-delta function 𝛿(𝑥) in equation (1) has two important properties: 

∫ 𝛿(𝑥)𝑑𝑥 = 1
+∞

−∞
 (2) 

∫ 𝛿(휁 − 𝑥)𝑓(휁)𝑑휁 = 𝑓(𝑥)
+∞

−∞
 (3) 

Replacing the Dirac-delta function 𝛿(𝑥) with a smoothing function, the so-called Kernel 

𝑊(𝑥 − 𝑥′, ℎ); e.g., the Gauß-function, with ℎ being a smoothing length, the behavior of the 

Dirac-delta can be reproduced for the limit: 

lim
ℎ→0

𝑊(𝑥 − 𝑥′, ℎ) = 𝛿(𝑥 − 𝑥′) (4) 
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Inserting (4) into equation (3) gives an approximation of the function value 𝑓(𝑥) at 𝑥: 

< 𝑓(𝑥) >= ∫ 𝑊(𝑥 − 𝑥′, ℎ)𝑓(𝑥′)𝑑𝑥′
+∞

−∞
 (5) 

The integration is approximated by a Riemann-sum within a discrete neighbourhood: 

< 𝑓𝑖 >= ∑ 𝑓𝑗  𝑊(𝑥𝑖𝑗 , ℎ)∆𝑉𝑗𝑗  (6) 

with the point index 𝑖 at which the function value is to be approximated by its neighbour 

points 𝑗, 𝑥𝑖𝑗 is the spatial distance between point 𝑖 and 𝑗 and ∆𝑉𝑗 being an integration weight 

of point 𝑗. Computation of the function’s derivative leads to 

< ∇𝑓𝑖 >= ∑ 𝑓𝑗  ∇𝑊(𝑥𝑖𝑗 , ℎ)∆𝑉𝑗𝑗   (7) 

where only the derivative of the Kernel 𝑊(𝑥𝑖𝑗 , ℎ) is required. In this way, derivatives of 

values given at point cloud locations can be computed without the requirement of a functional 

description or a mesh-based relation between these points (particles). With this meshfree 

approximation, derivatives in the continuum mechanics equation can be computed by sums 

of discrete values in the neighbourhood of the particles. Meshfree techniques were adopted in 

the early 1990s to structural simulations [18] and for numerical cutting simulations first in 

[19]. At the institute of machine tools and manufacturing (IWF) of ETH Zürich, the software 

iMFREE was developed in the past years for SPH-based machining simulations [20]. The 

software is capable of performing CPU as well as GPU-enhanced computations of metal 

cutting simulations with high efficiency. It establishes the state-of-the-art in SPH simulations 

as it facilitates the most recent correctors and stabilization measures [21]. A recent overview 

of the capabilities of the software package is provided in [22]. Lately, it was extended with a 

SPH-FEM coupling for efficient tool heat transfer modelling [23] and an extension for the 

modelling of tool wear during the simulation using an FEM tool model [24] or to investigate 

the influence of friction modelling with regards to the friction coefficient and its effect to the 

process forces [25]. 

In this investigation, the software is used to simulate orthogonal cuts with a flow stress 

model according to Johnson and Cook (JC) [26]. The model is commonly used to describe 

metal plasticity within machining simulations and is given as: 

𝜎𝑌 = (𝐴 + 𝐵 ∙ 휀𝑝𝑙
𝑛 ) ∙ (1 + 𝐶 ∙ 𝑙𝑛

�̇�𝑝𝑙

�̇�𝑝𝑙
0 ) ∙ (1 −

𝑇−𝑇𝑟𝑒𝑓

𝑇𝑓−𝑇𝑟𝑒𝑓
)

𝑚

   (8) 

Herein 𝐴, 𝐵, 𝐶, 𝑚 and 𝑛 are material parameters, 휀𝑝𝑙  the current plastic strain, 휀�̇�𝑙 the current 

plastic strain rate and T the current temperature. 𝑇𝑓 is the melting temperature, 𝑇𝑟𝑒𝑓 is the 

reference temperature and 휀�̇�𝑙
0  the reference plastic strain rate. The first two factors describe 

hardening due to plastic strain and plastic strain rate, respectively. The third factor controls 

thermal softening upon increasing temperature. In this investigation, JC material parameters 

for Ti6Al4V are first identified using inverse parameter identifications with the methods 

described in [27] and then applied to the optimization of the groove on the rake face. 
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2.2.2. THEORETICAL BACKGROUND 

A parametrised numerical model in 2D is created for simulation the orthogonal cutting 

of Ti6Al4V using the plane strain assumption. The geometry of the numerical model is 

depicted in Fig. 4. The cutter is modeled as a rigid body, with an analytical description of the 

cutter geometry, comprising the clearance angle 𝛼0, rake angle 𝛾0, and the cutting edge radius 

𝑟𝛽. The workpiece is discretized with particles, where the model height w and the model 

length l are related to the feed f (uncut chip thickness) by w=3f=300 μm and l=10f=1000 μm, 

respectively. Along height and length direction 50×151 particles are used, giving a total 

number of particles of 7750. The workpiece is restrained on the right side, the bottom side 

and the lower half of the left side. 

 

Fig. 4. Basic geometry of the numerical model of the orthogonal cut, from [28] 

Plastic dissipation into heat is considered with a Taylor-Quinney coefficient of 휂𝑇𝑄 =

0.9 and heat conduction is considered in the workpiece and chip only. Friction between tool 

and workpiece is modelled with a Coulomb model and a friction coefficient of 𝜇𝑓𝑟 = 0.35 

according to [29] is applied without consideration of frictional heating. The physical material 

properties, which are used in the simulations, are given in Table 2. 

Table 2. Physical material properties used in the simulations 

 Physical properties JC reference data Others 

Symbol 𝐸 𝜈 𝜚 𝜆 𝑐𝑝 𝑇𝑟𝑒𝑓  𝑇𝑚𝑒𝑙𝑡  휀�̇�𝑙
0  휂𝑇𝑄 𝜇𝑓𝑟 

Unit 
[GPa] [−] [

kg

m3
] [

W

mK
] [

W

mK
] [K] [K] [s−1] [−] [−] 

Value 129.4 0.3521 4430 6.8 526 300 1836 1 0.90 0.35 

Source Measured for this batch of 

Ti6Al4V at EMATronics 
[30] [30] [30] 

  
 [31] [29] 

2.2.3. TOOL MODEL WITH RAKE FACE GROOVE 

For the numerical simulation of a tool with a rake face groove, the tool from chapter 

2.2.2. is modified with a parametrised pocket, so called “Täschli” [12]. It is modelled as rigid 

https://www.ematronics.ch/
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with an analytical representation of its contour. In addition to rake angle, clearance angle and 

cutting edge radius, it uses a simplified description of a rake face pocket with only three 

parameters to make an efficient optimisation feasible. With these three parameters it considers 

a pocket with variable distance to the cutting edge 𝑤𝑟𝛽
, width of the pocket 𝑤𝑇 and radius 𝑟𝑇 

with which the depth of the pocket is defined, see Fig. 5. The minimum radius 𝑟𝑇 is bound to 

𝑟𝑇 ≥
𝑤𝑇

2
. The workpiece model itself remains unchanged. 

 

Fig. 5. Parametrised tool with rake face groove “Täschli” and its main dimensions 

3. INVERSE IDENTIFICATION OF MATERIAL PARAMETERS 

In order to predict the process forces most accurately, an inverse parameter identification 

is used to derive the JC material parameters of this batch of Ti6Al4V. The structogram of the 

inverse parameter identification is given in Fig. 6. 

 

Fig. 6. Structogram of the inverse identification of the JC parameters, adapted from [27] 
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Input to the inverse identification are the tool geometry (𝛼0, 𝛾0, 𝑟𝛽), the process 

parameters (𝑣𝑐 , 𝑓) and the measured process forces (𝐹𝑐
𝑒𝑥𝑝

, 𝐹𝑓
𝑒𝑥𝑝

) from the reference 

experiment in Table 1. The objective function is constructed from the summed squares of the 

differences in the process force components between simulation and experiment: 

Δ𝐹𝑐 = 𝐹𝑐
𝑠𝑖𝑚 − 𝐹𝑐

𝑒𝑥𝑝
 

Δ𝐹𝑓 = 𝐹𝑓
𝑠𝑖𝑚 − 𝐹𝑓

𝑒𝑥𝑝
 

Δ𝐹total
2 = Δ𝐹𝑐

2 + Δ𝐹𝑓
2 

(9) 

The differential evolution algorithm [32] is used with parameter limits for the JC 

material model according to Table 3, which are derived from ranges provided in [33]. 

The optimisation is run over 1400 iterations. The best identified parameter set is detailed 

in Table 4, along with the simulated process force components and its errors compared to the 

experimental results. The errors for the cutting and feed force components are Δ𝐹𝑐/𝐹𝑐
𝑒𝑥𝑝

=
−1.5% for the cutting force and Δ𝐹𝑓/𝐹𝑓

𝑒𝑥𝑝
= −23.8% for the feed force component. 

Table 3. Parameter boundaries for the JC constitutive model constants within the inverse parameter identification 

JC-parameter 𝐴 𝐵 𝐶 𝑚 𝑛 

Unit [MPa] [MPa] [−] [−] [−] 
Min. value 500 200 0,01 0,3 0,05 

Max. value 1500 1200 0,15 0,9 0,99 

Table 4. Inversely identified JC material parameters and simulated process forces 

𝐴 𝐵 𝐶 𝑚 𝑛 𝐹𝑐
𝑠𝑖𝑚 𝐹𝑓

𝑠𝑖𝑚 Δ𝐹𝑐/𝐹𝑐
𝑒𝑥𝑝

 Δ𝐹𝑓/𝐹𝑓
𝑒𝑥𝑝

 

[MPa] [MPa] [−] [−] [−] [N/mm] [N/mm] [%] [%] 
1199.8 1120.4 0.0857 0.3697 0.0862 223.4 111.4 −1.5 −23.8 

In Fig. 7 the sensitivities of the cutting and feed force errors with regards to the 5 JC 

material parameters are shown for the 1400 iterations of the inverse parameter identification.  

 
Fig. 7. Sensitivities of the cutting and feed force errors with respect to the JC material parameters from 1400 iterations 

of the inverse parameter identification together with Lowess regression lines in red. The coloured dots indicate the total 

force error  √Δ𝐹𝑡𝑜𝑡𝑎𝑙
2  
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Lowess regression lines show opposing trends on the force component errors with 

regards to the material parameters 𝐴, 𝐵 and 𝐶, while for parameter 𝑚 indifferent behaviour to 

Δ𝐹𝑓, and for parameter 𝑛 an indifferent trend for Δ𝐹𝑐 is visible. 

In Fig. 8 the contact pressure distribution is shown with the measured chip contact length 

on the tool together with the local chip thickness measurements. The chip contact length is 

about 146 μm and chip thicknesses range from 95–100 μm which is slightly lower than in the 

reference experiment illustrated in Fig. 3. 

 

a)                                                             b)   

    

Fig. 8. Determination of the chip contact length from particle contact force results (a) and equivalent plastic strain 

distribution with chip thickness measurements (b) computed with the optimum JC parameter set from the inverse 

identification procedure 

4. OPTIMISATION OF A RAKE FACE GROOVE GEOMETRY AND POSITION 

It is numerically analysed, which pocket geometry promises the highest reductions in 

process forces. For this purpose, an adapted SPH simulation model is set up using a 

parametrised rake face pocket, see Fig. 5. The inversely identified JC parameters from Table 

4 are used in the simulation. The objective function for the optimisation is constructed from 

the squared sum of the cutting and feed force: 𝐹total
2 = (𝐹𝑐

𝑠𝑖𝑚)2 + (𝐹𝑓
𝑠𝑖𝑚)

2
 with the goal of 

minimising 𝐹𝑡𝑜𝑡𝑎𝑙
2 . The differential evolution optimisation algorithm is used for the 

minimisation of the objective function. The structogram of the optimisation process is shown 

in Fig. 9.  

The three geometrical features of the rake face pocket that are varied in the optimisation 

are limited to the ranges provided in Table 5. The limits for 𝑤𝑟𝛽
 are set to ensure that the 

groove starts within the chip contact length of about 150 μm, enabling an effective reduction 

of the contact area. The pocket width 𝑤𝑇 and radius 𝑟𝑇 are limited at the lower bounds in the 

range of the laser spot diameter (≈ 25 μm), while the upper bounds are chosen to cover the 

entire chip contact zone. 

The optimisation is run with 151 iterations and the pocket geometry promising the 

highest process force reductions are given in Table 6, and a dimensioned sketch of the pocket 

is provided with Fig. 10. 
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Fig. 9. Structogram of the rake face pocket geometry optimisation 

Table 5. Limits for the tool groove geometry optimisation 

 𝒘𝒓𝜷
 𝒘𝑻 𝒓𝑻 

 [𝜇𝑚] [𝜇𝑚] [𝜇𝑚] 
Minimum 70 40 20 

Maximum 150 200 100 

Table 6. Tool rake face groove geometry from optimisation using a SPH model and predicted process force reductions 

Tool geometry Tool groove Process conditions and predicted forces Process force reduction 

𝛼0 𝛾0 𝑟𝛽 𝑤𝑟𝛽
 𝑤𝑇  𝑟𝑇 𝑣𝑐 𝑓 𝐹𝑐 𝐹𝑓 Δ𝐹𝑐 Δ𝐹𝑓 

[°] [°] [𝜇𝑚] [𝜇𝑚] [𝜇𝑚] [𝜇𝑚] [𝑚/𝑚𝑖𝑛] [𝜇𝑚] [𝑁/𝑚𝑚] [𝑁/𝑚𝑚] [𝑁/𝑚𝑚] [𝑁/𝑚𝑚] 
7 0 28.6 82.4 172.2 86.1 30 100 207.3 83.4 −16.1 (−7%) −28 (−25%) 

 

The start position of the pocket is found best at a distance of 𝑤𝑟𝛽
= 82 𝜇𝑚 from the end 

of the cutting edge radius at the rake face with a width of 𝑤𝑇 = 172 μm and a radius of 𝑟𝑇 =
86 μm. In relation to the lowest point of the cutting edge, the start of the pocket is determined 

with the optimisation at a distance of 𝑟𝛽 + 𝑤𝑟𝛽
= 111 μm, which is approximately 10% 

higher than the feed of 𝑓 = 100 μm for which the pocket is optimised. 

 

Fig. 10. Dimensioned sketch of the optimised rake face pocket 
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The predicted process force reductions in comparison to the reference simulation from 

Table 4 are −7% for the cutting force and −25% for the feed force. The feed force reduction 

can be attributed to the artificially reduced chip contact length. This leads to decreased friction 

between tool and chip, and therefore less work is required to cut the material. Consequently, 

the cutting force reduces as well. 

Revisiting all iterations of the pocket optimisation, it can be seen Fig. 11 that the highest 

force reductions have a minimum at 𝑤𝑟𝛽
= 82.4 μm distance to the cutting edge radius. For 

the pocket width 𝑤𝑇 and the radius 𝑟𝑇, higher values are preferable. In contrast to the inverse 

identification of material parameters in Fig. 7, adverse effects between cutting and feed force 

to the pocket position and size do not occur. Both force components tend to decrease with 

increasing pocket width 𝑤𝑇 and radius 𝑟𝑇. The optimal distance of the pocket begins from the 

cutting edge radius is approximately 𝑤𝑟𝛽
= 80 μm. 

 

Fig. 11. Sensitivities of the cutting and feed force component to the pocket position and size. The colouring indicates 

the total force and the red line is a Lowess regression to display the respective trends to the process force component 

The chip thickness is predicted to lie within a range from 85 … 91 μm with the optimised 

rake face groove, which is a reduction of about 10% compared to the simulation without rake 

face groove. The predicted chip shape with the plastic strain distribution and thickness 

measurements is shown in Fig. 12. 

 

Fig. 12. Equivalent plastic strain distribution and chip thickness measurements computed  

with the optimised rake face pocket 
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5. EXPERIMENTAL VALIDATION AND DISCUSSION 

The numerically found optimum rake face groove geometry from Table 6 is 

manufactured using an EWAG Laserline with a pico second laser. The same insert and cutting 

edge from the reference experiment has been used for the application of the rake face groove 

to reproduce exactly the same conditions as in the reference test, so that potential changes in 

cutting behavior can only occur due to the modification itself. The laser-modified geometry 

is shown in Fig. 13. A slight deviation from the desired distance to the cutting edge becomes 

evident where the distance from the lowest point of the cutting edge to the pocket begin is 

120µ𝑚, instead of 𝑟𝛽 + 𝑤𝑟𝛽
= 111 µm. One potential reason is the variation of the cutting 

edge radius along the cutting edge between 20 μm to ~35 μm, see Fig. 2, which directly 

influences the uncertainty of positioning the pocket in the laser machine. Another cause of 

uncertainty stems from the correct identification of the pocket start in the microscopic 

measurement of the laser-processed surface, as a running-in behaviour of the laser appears on 

the borders of the lasered pattern, which makes the correct identification difficult and 

subjective. For this reasons and considering manufacturing and measurement tolerances of 

the machine and microscope, the deviation of 9 μm for the pocket start is arguably small, but 

lower process force reductions are to be expected in the cutting experiment as can be seen 

from the numerically predicted trends in Fig. 11. 

 

Fig. 13. Laser modified cutting edge: view on the rake face with the cutting edge on top and close-up with distance and 

width measurement of the pocket 

The cutting experiment is repeated with the same process conditions as in the reference 

experiment, using the modified insert and the process forces are recorded. In total 10 planning 

strokes are performed. The experimentally measured process forces are shown in Table 7 and 

it can be seen, that with increasing number of planing strokes the process forces increase. 

Initially, a reduction of −6.9% and −5.5% is achieved in the cutting and feed force 

component, respectively. The cutting force reduction is in line with the prediction of the 

numerical pocket optimization, but the feed force reduction is only around 1/3  of the 

prediction. However, reductions reduce with every stroke and in the 10th stroke the reduction 

is only −1.3% and −2.7% for cutting and feed force component, respectively. 
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Table 7. Tool geometry, process conditions and measured process forces in the orthogonal cutting experiments with 

unmodified (reference) and modified tool 

 

The chip generated with the rake face groove optimised tool after the 1st stroke is shown 

in Fig. 14. In comparison to the chips from the reference experiment in Fig. 3, the average 

chip thickness reduces by around 5% from ℎ𝑎𝑣𝑔 = 102 µ𝑚 to ℎ𝑎𝑣𝑔 = 97 µm (𝜎ℎ𝑎𝑣𝑔
=

10 μm) with the rake face grooved tool. This reduction is less than the numerically predicted 

10%, possibly because the force reductions are lower than numerically predicted. The chip 

form itself remained wavy without pronounced signs of chip segmentation. In the later 

strokes, the chip thicknesses varies between ℎ𝑎𝑣𝑔 = 96 … 102 µm, where the measured force 

reductions are even lower. 

 
 

Fig. 14.  Embedded chip from the experiment (1st stroke) with rake face groove after the (left) and its local chip 

thickness distribution along the chip length (right) 

After the cutting experiments, debris and adhesion traces are found inside the pocket of 

the insert, while at the end of the pocket contact traces are seen, see Fig. 15. This suggests 

that the chip has a second contact with the pocket end. 

 
Fig. 15. Top view on the rake face after the cutting experiment. Chip debris and adhesion traces are found inside the 

rake face pocket as well as contact traces at the end of the pocket 
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The reasons for the mismatch in the predicted process force reductions is investigated 

in a refined SPH model (262’404 particles), which is elongated in cutting direction (1.5 mm 

instead of 1 mm) and with the rake face pocket start at 𝑤𝑟𝛽
= 91.4 μm, as manufactured. In 

contrast to the former models, heat conduction is modelled in the workpiece, chip and tool, 

including frictional heating. The simulation results are shown in Fig. 16 together with the 

process force evolution over time. Debris formation can be seen in the pocket, which means 

that the end of the pocket acts as a second cutting edge and upon first contact of the chip, the 

process forces increase and are modulated with the resulting debris thickness. 

 

Fig. 16. Recomputation of the manufactured rake face pocket with plastic strain distribution (left) and corresponding 

process forces (right). When the debris formation starts in the pocket, the simulated process forces increase  

(green arrow) and fluctuate with the debris thickness (red arrow) 

From the findings, it can be concluded that the process force reductions are lower than 

initially expected, because on the one hand the placement of the pocket begin is about 10% 

further away from the cutting edge than desired, which reduces the effectiveness of the pocket 

as indicated in the trends displayed in Fig. 11. On the other hand, the chip has a second contact 

at the end of the pocket, which leads to a second cutting edge with subsequent process force 

increases. From a numerical perspective, the simulated cutting length is chosen too short in 

the pocket optimisation, so that the second tool-chip contact could not be covered fully in the 

process force evaluation during the optimisation of the pocket. On the other hand, the upper 

bound of the pocket width 𝑤𝑇 in Table 5 is chosen too small in the numerical optimisation 

and requires an adaptation to enable the chip to leave the pocket without a second tool contact. 

6. SUMMARY AND CONCLUSION 

In this work, a simulation supported development of a rake face groove in the form of  

a small pocket is presented. In a first step, orthogonal cutting tests were performed using  

a planning setup to determine the constitutive material constants for the used batch of 

Ti6Al4V. This was achieved by using inverse parameter identification within a 2D SPH 

model of the orthogonal cutting test. With these material parameters, the cutting force was 

matched with an error of 1.5%, while the feed force error was approximately 24%. 
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These material constants were then utilised in an optimisation problem, where  

a parametrised rake face grooved tool was employed in the SPH simulation model. The rake 

face groove was described using only three parameters, which enabled efficient optimisation. 

The model aimed to find the optimum geometry of the pocket for a cutting speed of 𝑣𝐶 =
30𝑚/𝑚𝑖𝑛 and a feed (uncut chip thickness) of 𝑓 = 100 μm, focusing on reducing process 

forces by decreasing the chip contact length. The artificially decreased chip contact length led 

to a decrease in frictional forces, resulting in a lower feed force and, consequently, a reduced 

cutting force component, as less energy was required for material removal. The optimised 

pocket geometry from this optimisation was manufactured using laser ablation on the original 

cutting insert from the reference test. Optical measurements revealed a slightly greater 

distance from the cutting edge to the beginning of the pocket than desired. This discrepancy 

was attributed to a less-than-perfect cutting edge, reflected in variations in the cutting edge 

radii along the cutting edge, and the run-in behaviour of the laser spot during the ablation 

process, which caused minor deviations at the pocket borders. Considering manufacturing 

and measurement tolerances of the machine and microscope, these deviations were deemed 

acceptable. 

The laser-modified insert was then tested in another orthogonal cutting experiment 

under the same process conditions and on the same strip of Ti6Al4V as in the reference cutting 

test, with 10 planning strokes. Initially, the numerically predicted cutting force reduction of 

−7% aligned with the measured reduction of −6.9% in the cutting test. However, the feed 

force reduction was only −5.5% compared to the numerically predicted value of −25%. As 

the number of planing strokes increased, the process force reductions further decreased to 

−1.3% for the cutting force and −2.7% for feed force. Analysis of the modified cutting insert 

after the cutting test revealed debris and adhesion traces inside the pocket, indicating that the 

chip had made a second contact at the end of the rake face pocket, leading to higher process 

forces. Revising the numerical model with an increased simulated cutting length yielded 

similar findings, suggesting that while the SPH simulation model generally reproduces the 

physics accurately, improvements are needed.  

Specifically, enhancements are required in material modelling and inverse parameter 

identification of constitutive model constants to better match experimentally measured feed 

forces. Additionally, increasing the upper bound of the pocket width in the numerical rake 

face pocket optimisation is necessary to prevent a second tool-chip contact and subsequent 

force increase. Expanding the domain size of the numerical model would also be required, 

though this would increase computational time. 

With these proposed improvements, the approach presented could be developed into an 

efficient design method for pocket layout, potentially minimising experimental efforts 

through the use of SPH simulations. It should be noted that an optimal pocket geometry is 

valid only for the specific set of process parameters (𝑣𝐶 and 𝑓); therefore, optimisation must 

be performed separately for different cutting speeds and feeds. Further investigations should 

analyse how the introduced notch affects tool life in the brittle tool material, even though no 

breakouts were observed during validation experiments. This could be explored numerically 

by incorporating tool wear evolution in the simulation, as presented in [24], and 

experimentally by testing significantly longer cutting lengths with both unmodified and 

modified tools. 
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